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To suppose that the eye, with all its inimitable 
contrivances... could have been formed by 
natural selection, seems, I freely confess, 
absurd in the highest possible degree... Yet 
reason tells me, that if numerous gradations 
from a perfect and complex eye to one very 
imperfect and simple, each grade being useful	

to its possessor… 	

- Charles Darwin (1809–1882)	
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Protostome
An animal belonging to the 
protostome super-phylum, 
which is characterized by its 
members’ embryonic 
development, in which the first 
opening (the blastopore) 
becomes the mouth 
(protostome is Greek for ‘first 
mouth’). All protostomes are 
invertebrates.

Deuterostome
An animal belonging to the 
deuterostome super-phylum of 
the animal kingdom, which is 
characterized by its members’ 
embryonic development, in 
which the first opening (the 
blastopore) becomes the anus 
(deuterostome is Greek for 
‘second mouth’). In addition to 
the chordate phylum (which 
includeds vertebrates), the 
other two main phyla are  
the echinoderm phylum and the 
hemichordate phylum. 

Chordate
An animal belonging to the 
chordate phylum, which 
comprises vertebrates, 
tunicates and 
cephalochordates. These 
animals are characterized by 
the presence of a notochord, a 
dorsal-nerve cord and 
pharyngeal slits or pouches.

Agnathan
A jawless fish within the 
chordate phylum (agnatha is 
Greek for ‘no jaw’). The two 
extant groups are hagfish and 
lampreys.

Gnathostome
The jawed vertebrates 
(gnathostome is Greek for ‘jaw 
mouth’), comprising fish and 
tetrapods (including birds  
and mammals).

craniates, hagfish have the most basal body-plan. They 
possess neither jaws nor vertebrae and are therefore 
usually regarded not as vertebrates but rather as a 
sister group. The vertebrates comprise an early jaw-
less (agnathan) division, of which the only living 
examples are lampreys, and a later jawed division, the  
gnathostomes, which includes fish and tetrapods.

Controversy has long surrounded the interrelation-
ship between hagfish, lampreys and jawed vertebrates. 
BOX 1 summarizes current views, and in FIG. 1 we show 
hagfish diverging either before the divergence of lam-
preys or else after lampreys separated from the line 
that would become the jawed vertebrates.

Not only has extensive gene duplication occurred 
throughout the evolution of animals22, but in addition 
it is widely accepted that two rounds of whole-genome 
duplication occurred early in vertebrate evolu-
tion23–29; most likely, one duplication occurred before 
the agnathans split from the vertebrate line and one 
occurred after (FIG. 1; for reviews, see REFS 30–32). It 
is also clear that the vertebrate organizer, which deter-
mines the body plan of developing embryos, arose 
in early chordates33–35. These genetic developments 
are likely to have been of crucial importance in early 
vertebrate evolution, but they are beyond the scope of 
this Review.

Figure 1 | The origin of vertebrates. The evolution of jawed vertebrates is illustrated against an approximate time-scale of 
millions of years ago (Mya). The taxa considered in this Review are indicated with an asterisk and are accompanied by 
schematics and diagrams of the ‘eye’ region. The earliest chordates, represented by extant cephalochordates and tunicates, 
are thought to have appeared around 550 Mya. Jawless craniates (agnathans) were present in the early Cambrian, by 525 Mya, 
and a time of 530 Mya has been indicated for their presumed first appearance. As elaborated on in BOX 1, there is 
considerable controversy as to whether myxiniformes (solely represented by extant hagfish) diverged before or after the 
separation of lampreys from jawed vertebrates (shown as dashed black and grey lines). Numerous lines of jawless fish evolved 
between 500 and 430 Mya ago, although none have survived to the present day. The first jawed vertebrate arose around 430 
Mya, and this line is represented today by cartilagenous fish, bony fish and tetrapods. Six ‘stages of interest’ in vertebrate eye 
evolution correspond to the time intervals between the divergence of important surviving taxa. This diagram does not 
include the evolutionary changes that have occurred in the last 400 million years. The presented timeline is based primarily 
on evidence from the fossil record; see REFS 2,13,15,17,18,144,160–163. The schematics are modified, with permission, from 
REF. 11  (1996) Oxford University Press (lancelet, sea squirt, hagfish and lamprey) and REF. 164  (2004) Academic Press 
(jawed vertebrate). The eye images are reproduced, with permission, from the following references: lancelet, REF. 165  
BIODIDAC (1996) University of California Museum of Paleontology; sea squirt, REF. 63  (2006) Blackwell Publishing; hagfish, 
REF. 166  (2006) Australian Museum. Lamprey and jawed vertebrate eye images are courtesy of G. Westhoff and S. P. Collin).
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-‐ Distance	  is	  determined	  
indirectly	  by	  visual	  cues.	  	  	  
-‐ We	  learn	  to	  separate	  size	  
from	  distance.	  



Binocular stereo



Accommodation Convergence



Occlusion Relative sizeHeight in  
visual field

distance:	  bush	  <	  cat	  <	  pillar





Texture density Aerial perspective



PERCEPTION, LAYOUT, AND VIRTUAL REALITY 29

Chauvet et al., 1995; Hobbs, 1991) and Egyptian art (see
Hagen, 1986; Hobbs, 1991), where it is often used alone,
with no other information to convey depth. Thus, one
can make a reasonable claim that occlusion was the first
source of information discovered and used to depict spa-
tial relations in depth.

Because occlusion can never be more than ordinal in-
formation—one can only know that one object is in front
of another, but not by how much—it may not seem im-
pressive. Indeed, some researchers have rejected it as in-
formation about depth (e.g., Landy, Maloney, Johnston,
& Young, 1995). But the range and power of occlusion is
striking: As is suggested in Figure 1, it can be trusted at
all distances without attenuation, and its depth threshold
exceeds that of all other sources. Even stereopsis seems
to depend on partial occlusion (Anderson & Nakayama,
1994). Normalizing size over distance, occlusion pro-
vides depth thresholds of 0.1% or better. This is the
width of one sheet of paper against another at 30 cm, the
width of a person against a wall at 500 m, or the width of
a car against a building at 2 km. Cutting and Vishton (1995)
have provided more background on occlusion along with
justifications for this plotted function, as well as for
those of the other sources of information discussed here.

2. Height in the visual field measures relations among
the bases of objects in a 3-D environment as projected to
the eye, moving from the bottom of the visual field (or

image) to the top, and assuming the presence of a ground
plane, of gravity, and the absence of a ceiling (see Dunn,
Gray, & Thompson, 1965). Across the scope of many
different traditions in art, a pattern is clear: If one source
of information about layout is present in a picture be-
yond occlusion, that source is almost always height in the
visual field. The conjunction of occlusion and height,
with no other sources, can be seen in the paintings at Chau-
vet; in classical Greek art and in Roman wall paintings;
in 10th-century Chinese landscapes; in 12th- to15th-
century Japanese art; in Western works of Cimabue, Duc-
cio di Buoninsegna, Simone Martini, and Giovanni di
Paolo (13th–15th centuries); and in 15th-century Persian art
(see Blatt, 1984; Chauvet et al., 1995; Cole, 1992; Hagen,
1986; Hobbs, 1991; Wright, 1983). Thus, height appears
to have been the second source of information discovered,
or at least mastered, for portraying depth and layout.

The potential utility of height in the visual field is sug-
gested in Figure 1, dissipating with distance. This plot as-
sumes an upright, adult observer standing on a flat plane.
Since the observer’s eye is at a height of about 1.6 m, no
base closer than 1.6 m will be available; thus, the func-
tion is truncated in the near distance, which will have im-
plications later. I also assume that a height difference of
about 5! of arc between two nearly adjacent objects is
just detectable; but a different value would simply shift
the function up or down. When one is not on a flat plane,

Figure 1. Just-discriminable ordinal depth thresholds as a function of the logarithm of distance from the ob-
server, from 0.5 to 10,000 m, for nine sources of information about layout. I assume that more potent sources of
information are associated with smaller depth-discrimination thresholds; and that these thresholds reflect
suprathreshold utility. This array of functions is idealized for the assumptions given in Table 1. From “Perceiving
Layout and Knowing Distances: The Integration, Relative Potency, and Contextual Use of Different Information
About Depth,” by J. E. Cutting and P. M. Vishton, 1995, in W. Epstein and S. Rogers (Eds.), Perception of Space
and Motion (p. 80), San Diego: Academic Press, Copyright 1995 by Academic Press. Reprinted with permission.

Determining distance

How the eye measures reality and virtual reality.	

JAMES E. CUTTING, Cornell University, Ithaca, New York.	

Behavior Research Methods, Instruments, & Computers 1997, 29 (1), 27-36



1950

ecological	  vision

Ask	  not	  what’s	  
inside	  your	  head,	  
but	  what	  your	  
head’s	  inside	  of.



1982

-‐ Computational	  theories	  
-‐ Algorithms	  
-‐ Circuitry



Visual	  neuroscience	  growing	  at	  a	  massive	  rate

The	  BRAIN	  initiative



Seeing is an  active process

§ Fastest moving muscles in  
the human body	  
Ê rotational speed: 600deg/s	  
Ê rotational acceleration: 35,000 deg/s2





Figure 109 “Seven Records of eye movements by the same subject” 1967  
Yarbus, A. L. 	  

!
Artwork: Unexpected visitors  

Ilya Repin | 1884-1888	  
 

What are the material    
circumstances of the 
family?	  



Figure 109 “Seven Records of eye movements by the same subject” 1967  
Yarbus, A. L. 	  

!
Artwork: Unexpected visitors  

Ilya Repin | 1884-1888	  
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figures in the painting?



Figure 109 “Seven Records of eye movements by the same subject” 1967  
Yarbus, A. L. 	  

!
Artwork: Unexpected visitors  

Ilya Repin | 1884-1888	  
 

What type of clothes 
are the family wearing?	  



Vision is the process of discovering from images 
what is present in the world and where it is. !
!

David Marr (1982)

Active vision/perception!
- Active Vision, Yiannis Alomoinos etal., IJCV, 1988!
- Active Perception, Ruzena Bajcsy, Proc IEEE, 76(8) August 1988
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Articles

12 AI MAGAZINE

■ The 1956 Dartmouth summer research project on
artificial intelligence was initiated by this August
31, 1955 proposal, authored by John McCarthy,
Marvin Minsky, Nathaniel Rochester, and Claude
Shannon. The original typescript consisted of  17
pages plus a title page. Copies of the typescript are
housed in the archives at Dartmouth College and
Stanford University. The first 5 papers state the
proposal, and the remaining pages give qualifica-
tions and interests of the four who proposed the
study. In the interest of brevity, this article repro-
duces only the proposal itself, along with the short
autobiographical statements of the proposers. 

We propose that a 2 month, 10 man
study of artificial intelligence be car-
ried out during the summer of 1956

at Dartmouth College in Hanover, New Hamp-
shire. The study is to proceed on the basis of
the conjecture that every aspect of learning or
any other feature of intelligence can in princi-
ple be so precisely described that a machine
can be made to simulate it. An attempt will be
made to find how to make machines use lan-

guage, form abstractions and concepts, solve
kinds of problems now reserved for humans,
and improve themselves. We think that a sig-
nificant advance can be made in one or more
of these problems if a carefully selected group
of scientists work on it together for a summer. 

The following are some aspects of the artifi-
cial intelligence problem: 

1. Automatic Computers 
If a machine can do a job, then an automatic
calculator can be programmed to simulate the
machine. The speeds and memory capacities of
present computers may be insufficient to sim-
ulate many of the higher functions of the
human brain, but the major obstacle is not lack
of machine capacity, but our inability to write
programs taking full advantage of what we
have. 

2. How Can a Computer be 
Programmed to Use a Language 
It may be speculated that a large part of human
thought consists of manipulating words
according to rules of reasoning and rules of
conjecture. From this point of view, forming a
generalization consists of admitting a new

A Proposal for the 
Dartmouth Summer
Research Project on

Artificial Intelligence
August 31, 1955

John McCarthy, Marvin L. Minsky, 
Nathaniel Rochester, 

and Claude E. Shannon

AI Magazine Volume 27 Number 4 (2006) (© AAAI)

The	  study	  is	  to	  proceed	  on	  the	  basis	  of	  the	  conjecture	  that	  
every	  aspect	  of	  learning	  or	  any	  other	  feature	  of	  intelligence	  
can	  in	  principle	  be	  so	  precisely	  described	  that	  a	  machine	  can	  
be	  made	  to	  simulate	  it…	  
-‐ computers,	  	  
-‐ natural	  language	  processing,	  	  
-‐ neural	  networks,	  	  
-‐ theory	  of	  computation,	  	  
-‐ abstraction	  and	  
-‐ 	  creativity	  
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CHAPTER 6. CRITICAL TECHNOLOGIES FOR DRIVING AUTOMATION 63

Left Right Depth

Figure 6.2: Stereo matching results for outdoor scenes, CSIRO census matching method. Top row Arroyo
canyon, bottom row trees. Depth map encodes near objects as white, far objects as dark.

A further, very significant, advantage is that these transforms have an algorithmic structure suitable for
hardware implementation, and therefore have potential for real-time applications. In 1997 CSIRO demon-
strated a video-rate stereo vision engine [26] based on field-programmable gate arrays that was capable of
processing stereo input data into range maps at 25Hz.

Stereo vision is possible at night using image intensifier or FLIR technology. Owens and Matthiews
[Owens2000] analyse the suitability of four classes of night vision cameras (3-5µm cooled FLIR, 8-
12µm cooled FLIR, 8-12µm uncooled FUR, and image intensifiers) for night stereo vision, using criteria
based on stereo matching quality, image signal to noise ratio, motion blur, and synchronisation capability.
They find that only cooled FLIRs will enable stereo vision performance that meets the goals of the Demo
III program for nighttime autonomous mobility.

6.2.2 Laser scanners

Typically three types of ranging device are discussed:

point ranging, which measures the distance to a single point. In surveying terms such a device is also
called a DME (distance measuring equipment).

line ranging, measures the distance to a number of points along a line

area ranging, measures the distance to a number of points in a, generally rectangular, scene area.
Range images are known by many names including: range map, depth map, depth image, range
image, surface profile, 2 1/2 D image, or digital terrain map (DTM).

Commercial in confidence 63 c 2003 Commonwealth of Australia
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Figure 1: ALVINN Architecture 

is lighter or darker than the non-road in the current image. During testing, the activation 
of the output road intensity feedback unit is recirculated to the input layer in the style 
of Jordan [Jordan, 1988] to aid the network's processing by providing rudimentary in-
formation concerning the relative intensities of the road and the non-road in the previous 
image. 

TRAINING 
Training on actual road images is logistically difficult, because in order to develop a 
general representation, the network must be presented with a large number of training 
exemplars depicting roads under a wide variety of conditions. Collection of such a 
data set would be difficult, and changes in parameters such as camera orientation would 
require collecting an entirely new set of road images. To avoid these difficulties we have 
developed a simulated road generator which creates road images to be used as training 
exemplars for the network. The simulated road generator uses nearly 200 parameters 
in order to generate a variety of realistic road images. Some of the most important 
parameters are listed in figure 2. 

Figure 3 depicts the video images of one real road and one artificial road generated 
with a single set of values for the parameters from Figure 2. Although not shown in 
Figure 3, the road generator also creates corresponding simulated range finder images. 
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• Improved sensors appeared over time 
• Increase in resolution, rotation rate, reflectance data 

quality, number of beams 
• But maximum range and minimum cost little changed



Mobile	  Robotics	  Group,	  University	  of	  OxfordJericho,	  Oxford,	  August	  2014.



RGB-D 
cameras



but it’s only geometry

we’re missing color, texture, object 
recogntion, face recognition, human 
actions, human intent etc.



what have the vision people been doing?



Built Rome in a day

What makes Paris looks like Paris? 



• Multi-view geometry 

- Structure from motion 

- Stereo 

- Visual odometry 

- Visual SLAM 

• Stitching 

• Super resolution 

• Pose estimation 

• Segmentation 

• Image retrieval

!

• Object recognition 

• Face recognition 

• Action recognition 

• Text recognition 

• Pedestrian detection 

• Calibration 

• Feature detectors & 
descriptors: SIFT, SURF, 
FAST, BRIEF, BRISK, 
MSER, FREAK, HOG, 
CenSureE





Middlebury	  stereo	  dataset

Stereo	  reconstruction



Monocular	  camera	  reconstruction	  of	  Scott	  Reef	  
He,	  McKinnon,	  Upcroft	  
QUT	  
!

image	  sequence	  courtesy	  of	  U.	  Sydney



Figure 3: Some examples of text correctly read by our system. Images are from the ICDAR 2013 test set.

Algorithm
Word

Recognition
Rate (%)

Norm.
Edit

Distance
PhotoOCR 82.83 122.7

NESP 64.20 360.1
PicRead 57.99 332.4

Baseline (ABBYY) 45.30 539.0

Table 1: Results on the ICDAR 2013 Robust Reading Com-
petition scene text test set [12], showing closest competitors
to PhotoOCR on recognition rate and edit distance metrics.
The baseline result is from a commercially available OCR
system.

lic benchmark for unconstrained OCR is the ICDAR 2013
Robust Reading Competition scene text test set [12]. This is
a cropped word recognition task with an unlimited vocabu-
lary. Our results are shown in Table 1. Our system sets new
records on both competition metrics. Our word recognition
rate is 82.83%. If we ignore capitalization and punctuation
differences, accuracy rises to 87.6%. Examples of true and
false positives are shown in Figures 3 and 4. The complete
set of classifications is available on the competition website.

Another popular benchmark is the Street View Text
(SVT) dataset [25]. This benchmark measures word-
spotting, a simplified OCR problem in which each image is
annotated with a lexicon of about 50 words, of which one is

Algorithm
Word

Recognition
Rate (%)

PhotoOCR 90.39
Goel et al. [9] 77.28

Mishra et al. [15] 73.26
Novikova et al. [20] 72.9

Wang et al. [26] 70.0
Baseline (ABBYY) [9] 35.0

Table 2: Cropped word recognition accuracy on the Street
View Text dataset (with lexicon) [25].

the ground truth and the others are distractors. We have not
designed our system for this task, but we can make simple
use of the lexicon by performing unaided OCR and then se-
lecting the lexicon word with smallest edit distance as the fi-
nal result. Results are shown in Table 2. Our system has less
than half the error rate of the nearest competitor, despite not
being designed to fully exploit the task constraints. In fact,
if we ignore the lexicon entirely, we still achieve 77.98% ac-
curacy (ignoring case and punctuation differences), which
would still be a new record for this dataset.

We also present results on our internal test set consist-
ing of images sampled from the logs of Google Translate
for Android. This test set reflects the performance of OCR
as a smartphone input modality in real world conditions.

4326

Alessandro Bissacco, Mark Cum- mins, Yuval Netzer, and Hartmut Neven. 	


Photoocr: Reading text in uncontrolled conditions. In Computer Vision (ICCV), 2013 IEEE 
International Conference on, pages 785–792. IEEE, 2013.	




but

lots of awesome  (and useful) 
stuff roboticists need to be 
aware of

the camera is 
generally passive

robots ➙ computer vision



the future



where are all 
the robots?



Seeing
recognising objects & stuff

recognising places

detecting motion move to see
see to move

context for seeing
seeing for context

seeing creates memories
memory helps seeing

paying attention

recognizing humans, their activities and intent



So	  why	  is	  it	  hard?

• Vision is a great sensor but 
– The rich visual information in encoded 

• 3D world is projected to 2D 
– To recover the “lost” information we need 

• assumptions (context, world knowledge) 
• to interact with the environment (move) 

– Many distractors 
• shadows, lighting change, seasons etc. 
• information is ambiguous



•120Mpixel 
•20bit dynamic 
range 

•3 colors

•Vision engine 
•3x1010 neurons 
•500g 
•6W

⇥2

•3 gyroscopes 
•2 accelerometers

⇥2

but we know it is  
possible



Ray	  Kurzweil



section S9). Mixed analog-digital as well as cus-
tom microprocessor-based neuromorphic approaches
(13) have built event-driven communication frame-
works (14) to emulate the interconnectivity of the
brain by leveraging the speed of digital electronics.
We have found that event-driven communication
combined with colocated memory and compu-
tation mitigates the von Neumann bottleneck
(15). Inspired by neuroscience (Fig. 2, A to C), our
key architectural abstraction (Fig. 1C) is a network
of neurosynaptic cores that can implement large-
scale spiking neural networks that are efficient,
scalable, and flexible within today’s technology.
From a structural view, the basic building

block is a core, a self-contained neural network
with 256 input lines (axons) and 256 outputs
(neurons) connected via 256-by-256 directed,
programmable synaptic connections (Fig. 2D).
Building on the local, clustered connectivity of
a single neurosynaptic core, we constructedmore
complex networks by wiring multiple cores to-
gether using global, distributed on- and off-chip
connectivity (Fig. 2, E and F). Each neuron on
every core can target an axon on any other core.
Therefore, axonal branching is implemented hier-
archically in two stages: First, a single connec-
tion travels a long distance between cores (akin

to an axonal trunk) and second, upon reaching
its target axon, fans out into multiple connec-
tions that travel a short distance within a core
(akin to an axonal arbor). Neuron dynamics is
discretized into 1-ms time steps set by a global
1-kHz clock. Other than this global synchroniza-
tion signal, which ensures one-to-one equivalence
between software and hardware, cores operate in
a parallel and event-driven fashion (supplemen-
tary section S1). The fundamental currency that
mediates fully asynchronous (16) intercore
communication and event-driven intracore com-
putation is all-or-nothing spike events that repre-
sent firing of individual neurons. The architecture
is efficient because (i) neurons form clusters
that draw their inputs from a similar pool of
axons (17–19) (Fig. 2A) allowing for memory-
computation colocalization (supplementary sec-
tion S5); (ii) only spike events, which are sparse
in time, are communicated between cores via
the long-distance communication network; and
(iii) active power is proportional to firing ac-
tivity. The architecture is scalable because (i)
cores on a chip, as well as chips themselves, can
be tiled in two dimensions similar to the mam-
malian neocortex (Fig. 2, B and C); (ii) each spike
event addresses a pool of neurons on a target

core, reducing the number of long-range spike
events thus mitigating a critical bottleneck (sup-
plementary section S4); and (iii) occasional de-
fects at the core and chip level do not disrupt
system usability. Last, the architecture is flexible
because (i) each neuron is individually config-
urable, and the neuron model (20) supports a
wide variety of computational functions and
biologically relevant spiking behaviors; (ii) each
synapse can be turned on or off individually,
and postsynaptic efficacy can be assigned relative
strengths; (iii) each neuron-axon connection is
programmable along with its axonal delay; and
(iv) the neurons and synapses can exhibit pro-
grammed stochastic behavior via a pseudo-random
number generator (one per core). The architec-
ture thus supports rich physiological dynamics
and anatomical connectivity that includes feed-
forward, recurrent, and lateral connections.
From a functional view, a core has individually

addressable axons, a configurable synaptic cross-
bar array, and programmable neurons (Fig. 2G).
Within a core, information flows from presyn-
aptic axons (horizontal lines), through the active
synapses in the crossbar (binary-connected cross-
points), to drive inputs for all the connected
postsynaptic neurons (vertical lines). Axons are
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Fig. 1. Computation, communication, and memory. (A) The parallel,
distributed architecture of the brain is different from the sequential, cen-
tralized von Neumann architecture of today’s computers. The trend of in-
creasing power densities and clock frequencies of processors (29) is headed
away from the brain’s operating point. Number and POWER processors are
from IBM, Incorporated; AMD, Advanced Micro Devices, Incorporated;
Pentium, Itanium, and Core 2 Duo, Intel, Incorporated. (B) In terms of
computation, a single processor has to simulate both a large number of
neurons as well as the inter-neuron communication infrastructure. In terms

ofmemory, the von Neumann bottleneck (15),which is caused by separation
between the external memory and processor, leads to energy-hungry data
movement when updating neuron states and when retrieving synapse
states. In terms of communication, interprocessormessaging (25) explodes
when simulating highly interconnected networks that do not fit on a single
processor. (C) Conceptual blueprint of an architecture that, like the brain,
tightly integrates memory, computation, and communication in distributed
modules that operate in parallel and communicate via an event-driven
network.

RESEARCH | REPORTS

IBM	  Sequoia	  @LLNL:	  1.5M	  cores,	  1.5PB	  memory	  
human	  brain	  simulation	  at	  1/500	  real	  time

real-‐time	  would	  consume	  12GW
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malian neocortex (Fig. 2, B and C); (ii) each spike
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urable, and the neuron model (20) supports a
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What’s different now?

• Computation (ops/$/W) 
• Algorithms 

– all that computer vision stuff, particularly semantics 
– machine learning, CNNs etc. 

• (Visual) neuroscience 
• Sensors 

– light field 
– low light 
– high dynamic range



An ambition for a sensor

• Cost < $1,000 
• Works in a usefully wide range of lighting 

conditions 
• Provides geometric and semantic description of all 

objects in the scene 
- particularly people: activity, intent, etc. 

• Low power 
• Learns, exploits attention & context



Robust vision Semantic vision

Vision & !
action

Algorithms & 
architectures

-seeing to move!
-moving to see

-better sensors, comp. photography!
-robust algorithms for poor images!
-contextual priming

-real-time, energy efficient!
-new architectures!
-local + cloud computing

-understanding from images!
-lifelong learning

$25M!
7 years!
13 CIs

16 new postdocs!
50 PhD students!
8 projects!



540MVision is a year old 
technology

It’s time to bring vision and 
robotics back together!

Radically transformed life on planet Earth
It is sufficient to enable almost all useful tasks



Further reading



540MVision is a year old 
technology

Radically transformed life on planet Earth
It is sufficient to enable almost all useful tasks

www.roboticvision.org

It’s time to bring vision and 
robotics back together!

http://www.roboticvision.org




Cave Paintings ~40,000 years ago



Ideal City (1470)	  
Piero della Francesca (1415–1492)

Figure 28 (Jan Vredeman de Vries, 1604). 	  
Used with permission from Perspective, Dover Publications,1964.



People are actually avoiding walking in the "hole“ 2007	  
Joe Beever | CC A2.0 



Stunning 3D chalk drawing from Zebit stops Liverpool 
shoppers in their tracks on Bold Street. 2012	  
Bill Hunt  Original art: Zebit | CC A2.0 



Edgar Meuller http://www.metanamorph.com 
Edgar Mueller | CC-BY-SA-3.0, via Wikimedia Commons


